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Background

Background	&	Objectives

Video-based	HAR:	analyzes	
videos	or	images	containing	
human	motions	from	the	
camera	

Sensor-based	HAR:	motion	
from	sensors	– accelerometer,	
gyroscope,	Bluetooth,	sound	
sensors,	etc.	

Application Objectives

HAR	using	wearable	devices	has	
been	actively	investigated	for	a	wide	
range	of	applications:

Focus	on	Sensor-based	HAR:
using	accelerometer	data	to	
classify	6	activities

Apply	different	types	of		Deep	
Learning	technique	to	discover	
which	method	performs	the	best	
in	term	of:

• Generalization
• Accuracy,	f1-score,	

precision,	recall
• Time

given	minimal		data-
preprocessing	&	transformation

Healthcare:		fall	detection	
systems,	elderly	monitoring,	
and	disease	prevention

Sports	training:	energy	
expenditure,	skill	assessment

Smart	assistive	technologies,	
i.e.	smart	homes:	aid	people	
with	cognitive	and	physical	
limitations,	etc.

https://dl.acm.org/citation.cfm?id=2973900

Human	activity	recognition	(HAR)	plays	
a	crucial	role	in	people’s	daily	life	for	its	
competence	in	learning	profound	high-
level	knowledge	about	human	activity.	
Two	main	types	of	HAR:		
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Data

36 users

6 activities

• Wireless	Sensor	Data	Mining	Lab
(Fordham	University)	

Data	Source
• Android-based	cell	phones
• The	accelerometer	data	was	collected	

every	50ms,	therefore,		we	had	20	
samples	per	second	

Device

• Walking
• Jogging
• Sitting
• Standing
• Downstairs
• Upstairs

• x_axis captures horizontal movement of
the user’s leg

• y_axis captures the upward and down-
ward motion

• z_axis captures the forward movement
of the leg

Accelerometer	axes

1,098,203	records

http://www.cis.fordham.edu/wisdm/includes/files/sensorKDD-2010.pdf

• The	users	carried	the	Android	phone	in	their	
front	pants	leg	pocket	and	were	asked	to	
perform	activities	for	specific	periods	of	time	

Phone	Position
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70%	of	activities:	Walking	and	Jogging Number	of	activities	varies	by	user
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KEY	FINDINGS

• Activity	plot	by	axes

• tSNE – by	activities

• tSNE by	activities	- by	users

• Further	thoughts



Walking Jogging

Sitting Standing

Downstairs Upstairs

Walking Walking

Walking Walking

Walking Walking

First	200	
steps
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Walking Jogging

Sitting Standing

Downstairs Upstairs

Walking Walking

Walking Walking

Walking Walking

Next	200	
steps
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Are	activities	separable?
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Staircase	walking	different	by	users	?

CLASSIFYING	UPSTAIRS	AND	DOWNSTAIRS	WOULD	BE	A	CHALLENGE!
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Further	thoughts

Explore	the	powerful	of	Neural	Network	models	without:

• Removing	noise

• Using		data	augmentation		technique,	i.e.		SMOTE	to	balance	the	data	set

0	value	across	axes	and	timestamp:



MODELING

• Preprocessing

• Modeling:

o Dense	Neural	Network

o LSTM		+	Dropout	+	Dense

o Stacked	LSTM	(	3	layers)

o CNN-LSTM

o Convolution	+	LSTM



Preprocessing

• Scale	data:	We	decided	not	to	scale	data	so	as	not	to	affect	the	
underlying	distributions	of	different	activities

• Train_test_split :
o 60%	train, 15%	cross	validation,	25%	test	(holdout)
o Using	stratify	sampling	to	make	sure	having	the	same	

distribution	of	activities	in	each	group
o Shuffle	the	data:	 make	the	most	of	the	LSTMs	ability	to	learn	

and	extract	features	across	the	time	steps	in	a	window,	not	
across	windows

• Using	cross	validation	and	early	stop	to	reduce	overfitting	problem

• Sequence:	200	time-steps	(10	seconds)

• Each	Network	technique	requires	a		different	data	shape;	therefore,	
we	will	reshape	data	to	adapt	each	NN
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Dense	Neural	Network
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Classification	report	_Train Classification	report	_Test

Model	Accuracy	&	Loss

Confusion	Matrix	_Test



LSTM		+	Dropout	+	Dense
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Classification	report	_Train Classification	report	_Test

Model	Accuracy	&	Loss

Confusion	Matrix	_Test



LSTM	(stacked	3	layers)
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Classification	report	_Train Classification	report	_Test

Model	Accuracy	&	Loss

Confusion	Matrix	_Test



Classification	report	_Train

CNN- LSTM

Classification	report	_Test

Model	Accuracy	&	Loss

Confusion	Matrix	_Test
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ConvLSTM

Classification	report	_Train Classification	report	_Test

Model	Accuracy	&	Loss

Confusion	Matrix	_Test
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SUMMARY

• Model	comparison
• Conclusion
• Future	work



Models	comparison
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Accuracy	&	Loss

Time

F1-score	,	precision,	recall	(Downstairs	+	Upstairs)

0 0.2 0.4 0.6 0.8 1

Dense	(MLP)

LSTM-Drop-Dense

LSTM	stacked

CNN-LSTM

Conv-LSTM

Train CV Test

0 0.2 0.4 0.6 0.8 1

Dense	(MLP)

LSTM-Drop-Dense

LSTM	stacked

CNN-LSTM

Conv-LSTM

0.41
0.52 0.50.55

0.690.74
0.84

0.94 0.92
0.73

DownstairsUpstairs

0.41
0.52 0.50.55

0.66
0.56

0.950.86

0.59

0.93

DownstairsUpstairs

0.50.56 0.540.57
0.670.64

0.890.9
0.72

0.82

DownstairsUpstairs

PRECISION RECALL

F1-SCORE

ACCURACY

LOSS

0 10 20 30 40

Dense

LSTM-Drop-Dense

LSTM	stacked

CNN-LSTM

Conv-LSTM

Second/epoch



Summary
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Conclusion Future	Work

• To	tackle	‘Sequential’	data,	we	should	use	LSTM	
or	Hybrid	Network	Models

• LSTM	stacked	layers	would	take	more	time	to	
train	the	model	than	others

• NN	can	still	manage	imbalanced	data	set

• CNN-LSTM	performs	the	best	in	term	of	both	
generalization,	ability	to	classify	Upstairs,	
Downstairs	class	and	timing

• Test	the	model	on	shorter	time	steps:	4-5	
seconds

• The	current	data	has	less	noise	than	real	life	
data	as	it	was	monitored	in	the	lab.	Therefore,	
to	make	the	most	of	our	models	,	we	will	collect	
more	data	by:

o Combining	different	data	sources
o Using	data	augmentation	technique	to	

increase	the	sample	and	add	noise	to	it
o Extending	the	number	of	activities

• Apply	autoencoder	method	in	two	different	
format:	denoise	and	stack	the	layers.
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